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Abstract
In the near future, mobile devices will be able to measure the 3D geometry of an environment using integrated depth
sensing technology. This technology will enable anyone to reconstruct a 3D model of their surroundings. Similar
to natural 2D images, a 3D model of a natural scene will occasionally contain a desired foreground object and
an unwanted background region. Inspired by GrabCut for still images, we propose a system to perform interactive
foreground/background segmentation on a reconstructed 3D scene using an intuitive user interface. Our system is
designed to enable anyone, regardless of skill, to extract a 3D object from a 3D scene with a minimal amount of
effort. The only input required by the user is a rectangular box around the desired object. We performed several
experiments to demonstrate that our system produces high-quality segmentation on a wide variety of 3D scenes.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry
and Object Modeling—Geometric algorithms, languages, and systems

1. Introduction

Over the past few years, low-cost depth cameras, such as Mi-
crosoft’s Kinect, have become increasingly more common.
By fusing multiple depth images, it is possible to reconstruct
a high-quality 3D model of a scene [NDI∗11]. Therefore,
3D models can be generated without the need of a skilled
artist or high-cost 3D scanner. In the near future, depth sens-
ing technology will be integrated into mobile devices, en-
abling anyone to construct a 3D model of their environ-
ment [Goo14, Occ14]. Unlike 3D models built by an artist
or 3D scanner in a controlled environment, a 3D reconstruc-
tion of a natural scene may contain a desired foreground ob-
ject and an unwanted background region. For that reason,
we propose a system to perform interactive foreground ex-
traction on a reconstructed 3D scene using an intuitive user
interface (Figure 1).

Several mesh segmentation algorithms have been pro-
posed based on hierarchical clustering [GWH01], k-
means [STK02], spectral clustering [LZ04], core extrac-
tion [KLT05], primitive fitting [AFS06], region growing
[JLCW06], random walks [LHMR08], and graph cuts
[KT03, GF08, FL∗11]. The majority of mesh segmentation
techniques are designed to decompose a 3D model into visu-
ally similar parts. These parts could be surface patches with
similar curvature, or they could correspond to semantic parts

of the object. Segmenting a mesh into multiple parts can be
useful for several applications including texture mapping,
mesh simplification, mesh editing, shape matching, morph-
ing, and animation [Sha08]. For our problem, we want to
segment a 3D model into two regions, foreground and back-
ground, and each region may or may not contain a collection
of visually similar parts. As a result, we cannot rely on these
previous proposed methods.

Ji et al. [JLCW06] and Fan et al. [FL∗11] pro-
posed techniques for segmenting a 3D model into fore-
ground/background regions. Both of these methods use a
stroke-based user interface, which can require trial-and-error
to obtain a high-quality segmentation.

In the field of image processing, Rother et al. [RKB04] de-
veloped the GrabCut technique which substantially reduces
the amount of user interaction to segment an image. Instead
of requiring the user to draw strokes to identify the fore-
ground and background regions, the user simply needs to
draw a bounding box around the foreground object. Inspired
by work of Rother et al. [RKB04], we propose 3D GrabCut,
an interactive method for segmenting a 3D model into fore-
ground/background regions based on a rough 2D bounding
box drawn around the foreground object. To our knowledge,
this is the first time this type of user interface has been used
to segment a 3D model.
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Figure 1: Our proposed method can efficiently extract an object from a reconstructed 3D scene with only a small amount of
user interaction (a rectangular box around the desired object). The top row shows the reconstructed 3D scene with user input.
The results of the segmentation are shown in the bottom row.

In the following sections we describe our proposed
method (Section 2) and demonstrate qualitatively the accu-
racy and the usability of our approach (Section 3).

2. Our approach

Given a reconstructed 3D scene, our goal is to decompose
the scene into foreground and background regions based on
a rough segmentation provided by the user.

The 3D scene is represented by a triangular mesh M =
{V,E,F}, which is a collection of vertices V = {vi|1 ≤ i ≤
n}, edges E = {ei j = (vi,v j)|vi,v j ∈ V, i 6= j}, and faces
F = { fi jk = (vi,v j,vk)|vi,v j,vk ∈ V, i 6= j, i 6= k, j 6= k} that
describe the scene’s geometry [Sha08]. For our application,
we want to partition F into foreground F and background B
regions, where F contains the entire foreground object and
B contains everything else (B = ¬F ∩F).

In this section, we describe the interface that enables a
user to approximately identify the foreground object, as well
as, our method for segmenting the mesh based on the user’s
input.

2.1. User interface

After loading a triangular mesh, our system enables the user
to freely navigate around the 3D scene. To specify the de-
sired object, the user simply draws a rectangular box around
it. The 2D bounding box is projected from the image plane
into the scene creating a 3D bounding volume V . Mesh
faces inside the volume are added to the foreground region
F = { f | f ∈ V, f ∈ F}, and faces outside the volume are
added to the background region B = { f | f 6∈ V, f ∈ F}. Our
mesh segmentation algorithm refines this initial segmenta-
tion until only the desired object remains in the foreground

Figure 2: An example of a 3D volume created by projecting
a 2D bounding box from the image plane into the 3D scene.
The triangular faces inside the volume are initially labeled
as foreground, and everything else is labeled as background.

region. Figure 2 illustrates a 3D volume generated from a 2D
bounding box, as well as, the corresponding initial segmen-
tation (the bounding box used is shown in the left column of
Figure 1).

A user can provide multiple bounding boxes from differ-
ent viewpoints, and each bounding box will have a corre-
sponding 3D volume within the 3D scene. Only faces that
lie within the intersection of all the 3D volumes are marked
as foreground. However, most scenes only require a single
bounding box to accurately segment the mesh.

With stroke-based user interfaces, a user must consider
which parts of the mesh to label foreground and which parts
to label background [JLCW06]. Often, it is not immediately
obvious which parts of the mesh should be labeled, and it
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may require trial-and-error to obtain a high-quality segmen-
tation. On the other hand, our user interface is highly intu-
itive. Without much deliberation, a user can acquire a precise
segmentation of the mesh.

2.2. Mesh segmentation

The user provides a 2D bounding box around the object
he/she wants to extract. The bounding box defines a 3D vol-
ume, which we use to initialize the foreground F and back-
ground B regions. Our goal is to shrink the foreground re-
gion so that it only contains the desired object.

Instead of working with the mesh directly, we build a face-
adjacency dual graph G = {VD,ED} [Sha08]. Two faces f ∈
F and f ′ ∈ F are considered adjacent ( f , f ′) ∈ A, if they
share a common edge e ∈ E. For each triangular face in the
mesh, there is a corresponding vertex in the dual graph VD =
{ f | f ∈ F}; in addition, adjacent faces are connected by an
edge in the dual graph ED = {( f , f ′)|( f , f ′) ∈ A}.

In order to extract the desired object, the mesh segmen-
tation is posed as an optimization problem. We utilize an
energy function E whose minimum corresponds to a good
segmentation of the mesh [BJ01],

E(L) = ∑
f∈VD

U(l f )+ γ ∑
( f , f ′)∈ED

V (l f , l f ′) (1)

where L = {l f | f ∈ VD} is a label map indicating whether
a face f is assigned as foreground (l f = 1) or background
(l f = 0). The data term U defines the penalty for assigning
a specific label to a face, the smoothness term V specifies
the penalty for assigning a different label to adjacent faces,
and γ designates the relative importance of the smoothness
term versus the data term. The assignment of labels that min-
imizes the energy function,

L∗ = argmin
L

E(L) (2)

can be determined efficiently with the graph cuts algorithm
[BJ01]. We experimentally found that setting γ = 150 pro-
duces good results for all of our reconstructed 3D scenes.

2.2.1. Smoothness term

The smoothness term V penalizes adjacent faces for being
assigned different labels. To obtain a good segmentation of
the mesh, the penalty V ( f , f ′) should be significant when
f and f ′ lie on the same object. Therefore, we defined the
smoothness term as follows:

V (l f , l f ′) =
∣∣l f − l f ′

∣∣ · exp
(
−D( f , f ′)

σV

)
(3)

where D( f , f ′) measures the distance between the two faces.
The distance function,

D( f , f ′) = α · d∆( f , f ′)
〈d∆〉

+(1−α) · dθ( f , f ′)
〈dθ〉

(4)

Figure 3: Visualization of the smoothness term.

Figure 4: Visualization of the data term.

is a combination of the geodesic distance d∆ and angular
distance dθ between f and f ′. 〈d∆〉 and 〈dθ〉 denote the av-
erage geodesic distance and angular distance, respectively.
The geodesic distance is computed by adding the distance
between each face’s center of mass and the midpoint of their
shared edge [STK02]. The angular distance is based on the
dihedral angle between the two faces,

dθ( f , f ′) = µ
[
1− cos

(
dihedral( f , f ′)

)]
. (5)

According to the minima rule [HR84], the human visual sys-
tem defines object boundaries along negative minima of cur-
vature. Therefore, to penalize segmentation boundaries that
do not lie on a concave crease, we set µ = 0.1 for convex
edges and µ = 1.0 for concave edges [LHMR08]. Also, we
place a greater weight on the angular distance by setting
α = 0.25. Figure 3 visualizes the smoothness term for the
scene shown in Figure 1. (To illustrate the smoothness term,
we set

∣∣l f − l f ′
∣∣= 1 for all pairs of adjanceny faces.)

2.2.2. Data term

The purpose of the data term U is to define the penalty
for assigning a face one label over another. For 2D images,
GrabCut uses Gaussian mixture models to model the color
distribution in the foreground and background regions, and
their data term is defined based on these models [RKB04].
For example, if a pixel has a high probability of being fore-
ground based on the mixture models, then labeling the pixel
as background would incur a large penalty. For mesh seg-
mentation, texture information may or may not be available,
so we cannot use a data term that relies on the color distribu-
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tion to differentiate the foreground/background regions. Ad-
ditionally, we cannot leverage surface curvature to discrimi-
nate between the regions because both regions may contain
shapes with similar curvature. The only reliable information
we have about the regions is the bounding box provided by
the user.

Based on the user’s input, we know that every face out-
side the volume V , should be labeled background; there-
fore, labeling a face in B as foreground should incur a high
penalty. The faces inside V may belong to the foreground ob-
ject or the background region. As mentioned above, humans
define object boundaries along negative minima of curva-
ture [HR84]. If we assume the only object completely within
V is the desired foreground object, then there should be a
path between the boundary of the foreground object and the
boundary of V that does not contain any concave creases.
Therefore, the path distance between a face in the back-
ground region and the boundary of V should be small, and
the path distance between a face on the foreground object to
the boundary of V should be large, where the distance be-
tween adjacent faces is defined by Equation 4. The greater
the path distance between a face in F and the boundary of
V , the larger the penalty should be for labeling it as back-
ground. Accordingly, we defined the data term as follows:

U(l f ) =

{(
1− l f

)
·
[
1− exp

(
−G( f )

σU

)]
if f ∈ F

l f ·K if f ∈ B
(6)

where K is a large constant, and G( f ) measures the geodesic
distance between a face and the boundary of V along the
shortest path normalized by the average path distances from
all faces in F to the boundary of V ,

G( f ) =
g( f )
〈g〉 . (7)

The function g( f ) determines the distance along the shortest
path P = ( f0, f1, . . . , fn) from f to the closest face in B,

g( f ) = min
P

n−1

∑
i=0

D( fi, fi+1) (8)

where ( fi, fi+1) ∈ ED, f0 = f , fn ∈ B, and fi ∈ F
∣∣n−1
i=0 . We

use Dijkstra’s shortest path algorithm to efficiently compute
g( f ). Figure 4 visualizes the data term corresponding to the
3D scene and bounding volume shown in Figure 2. (To illus-
trate the data term, we set l f = 0 for all faces.)

2.2.3. Iterative refinement

Occasionally, part of the background remains in the fore-
ground region after segmentation. Similar to 2D GrabCut
[RKB04], we iteratively refine the segmentation by repeat-
edly solving Equation 2. After each iteration, we update
the foreground and background regions based on the la-
bel assignment that minimizes the energy function E (F =

Figure 5: Stroke-based methods can require trial-and-error
to obtain a good segmentation.

Figure 6: Our technique is insensitive to the position of the
bounding box, as long as, the desired object is the only object
completely contained within the bounding box.

{ f |l∗f = 1} and B = { f |l∗f = 0}). Furthermore, we recom-
pute the data term based on the updated foreground and
background regions. The number of iterations depends on
how tightly the bounding box is defined. For most 3D scenes,
only one or two iterations are required for our method to con-
verge to a good segmentation.

3. Results

We evaluated our technique on several 3D scenes recon-
structed by a consumer depth camera (Microsoft’s Kinect),
and the results are shown in Figure 7. The first three columns
in Figure 7, represent a typical scene with the object the
user wants to model placed on top of a flat surface. Al-
though this arrangement is trivial to segment with our pro-
posed method, stroked-based methods can still require trial-
and-error as seen in Figure 5. For stroke-based techniques, it
is often unclear how much of the mesh needs to be labeled.
Our approach has the benefit of being highly intuitive, the
user simply places a box around the object he/she would like
to extract. The last two columns in Figure 7, demonstrate
the flexibility of our algorithm. Even with a subtle object
boundary or noisy background, our method can correctly ex-
tract the desired object from the 3D scene. In addition, our
method is not sensitive to placement of the bounding box
provided by the user as shown in Figure 6. As long as the
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Figure 7: The results of our proposed mesh segmentation technique. The top row shows the reconstructed 3D scene with user
input, and the bottom row shows our resulting segmentation.

bounding box does not completely contain another object,
our system will converge to the desired segmentation.

The runtime of our system is adequate for interactive
mesh segmentation. On commodity hardware, our method
can segment a triangular mesh with several hundred thou-
sand triangular faces in less than a second. For example, the
3D scene in Figure 1 contains 362,616 faces, and the cup is
extracted in 0.981 seconds on an Intel Core i7 CPU.

4. Concluding remarks

In this paper, we presented 3D GrabCut, a novel method
for interactively extracting a 3D object from a reconstructed
3D scene with a minimal amount of effort. In the near fu-
ture, everyone will have the capability to construct a 3D
model of their environment by utilizing depth sensing tech-
nology in their mobile devices. Therefore, it is critical to
have an intuitive user interface to enable non-experts to seg-
ment 3D scenes. Techniques that use the standard stroke-
based user interface require the user to provide multiple
strokes. Often, it is not immediately clear to the user where
the strokes should be placed resulting in the user trying nu-
merous placements to achieve a good segmentation. Our pro-
posed method, simplifies the segmentation task by requiring
the user to simply draw a rectangular box around the desired
object.
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